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Abstract--This paper presents an intelligent
system that enhances display usability through
gesture and voice-based brightness control. By
integrating Open CV for real time hand
gesture recognition and the Google Speech API
for natural language voice commands, the
system offers a touchless interface to adjust
screen brightness. This dual-mode interaction
not only improves accessibility for users with
physical limitations but also enhances user
experience in diverse environments, such as
quiet rooms or noisy public spaces, by allowing
flexible input modes. The system dynamically
adapts to user context, supports multilingual
input, and optimizes energy efficiency. Its
ability to switch between gesture and voice
control makes it a practical and inclusive
solution for modern smart displays.
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I. INTRODUCTION

Human-computer interaction (HCI) has
evolved rapidly in recent years, emphasizing
more intuitive and accessible interfaces.
Traditional brightness adjustment mechanisms in
electronic displays often rely on physical controls
or ambient light sensors, which may not always
be practical or effective in diverse environments.
These limitations are especially evident for users
with physical impairments or in settings where
direct interaction with the device is inconvenient.

To address these challenges, this paper
proposes an intelligent display brightness control
system that leverages computer vision and speech
recognition technologies. The system uses Open
CV to detect and interpret hand gestures and
employs the Google Speech API to process voice
commands.  This  dual-mode interaction
framework allows users to control screen
brightness through natural and contactless means,
enhancing both usability and accessibility.

The integration of gesture and voice
recognition not only improves user experience but
also supports energy efficiency by adapting
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screen brightness dynamically. Moreover, the
multimodal input approach ensures system
responsiveness in various scenarios, whether in
silent environments that favor voice commands or
noisy settings where gestures are more practical.
This research contributes to the ongoing
development of adaptive, inclusive, and user-
centric interface technologies.

1. Gesture-Recognition Algorithm

Using Open CV and MediaPipe libraries,
the system captures hand gestures via a webcam.
Specific gestures, such as an open palm or closed
fist, are mapped to commands like increasing or
decreasing brightness. The algorithm tracks hand
landmarks, calculates finger positions, and
interprets dynamic gestures in real time. Noise
reduction techniques and hand landmark
validation enhance the accuracy and robustness of
the system across varying lighting conditions.

2. Voice Recognition Algorithm

The voice recognition module employs
the Google Speech API to capture and transcribe
voice commands. The transcribed text is parsed to
identify keywords such as "increase," "decrease,"
"bright,” or "dim." A command interpreter then
maps these instructions to appropriate brightness
adjustments. To support real-world usage, the
algorithm also includes basic natural language
understanding, enabling it to respond to
contextually varied commands

Il. LITERATURE SURVEY

1. A vision-based hand gesture recognition
system for HCI, utilizing Support Vector
Machines (SVMs) for static gestures (99.4%
accuracy) and Hidden Markov Models (HMMs)
for dynamic gestures (93.72% accuracy). The
system supports real-time processing for robotics
and sign language applications, but is limited by
complex backgrounds and overlapping gestures,
reducing robustness in uncontrolled
environments.

2. A smart home automation system using
Recurrent Neural Networks (RNNs) with feature
fusion, applying adaptive median filtering and
gamma correction for dynamic gesture
recognition. It achieves high accuracy in
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controlled settings, with metrics like task
completion rate and user comfort, but struggles
with lighting variations, background clutter, and
gesture speed, requiring robust hardware.

3. A hand gesture classification system combining
Crow  Search  Algorithm  (CSA) and
Convolutional  Neural Networks (CNNSs),
achieving 100% accuracy in training and testing.
The approach reduces computational cost and
enhances feature selection, ideal for gesture-based
interfaces, but it depends on high-quality
multimodal data and is sensitive to environmental
factors.

4. A gesture-controlled virtual mouse with voice
automation, using CNNs within the MediaPipe
framework and pybind11 for real-time hand
tracking. It integrates voice recognition and color-
based segmentation, but faces challenges with
lighting sensitivity, restricted gesture sets, and
hardware dependency, impacting performance in
diverse conditions.

5. Utilized CNNs and Open CV for real-time
gesture-based computer control, translating hand
movements into mouse and keyboard actions. The
system offers high recognition accuracy but is
limited by lighting sensitivity, data overfitting,
and the need for high-quality cameras, hindering
generalization to new gestures.

6. Employed CNNs and RNNs for sign language
recognition, achieving robust gesture tracking for
inclusivity. It faces challenges with background
complexity, illumination variations, and real-time
hand localization, requiring advanced
preprocessing to maintain accuracy.

7. A British Sign Language (BSL) recognition
system using mobile phone cameras and machine
learning classification. It prioritizes affordability
and resilience but is constrained by camera
resolution, fluctuating lighting, and complex
gestures, impacting real-time performance on
resource-limited devices.

8. Surveyed gesture recognition, exploring
Hidden Markov Models (HMMs), Finite-State
Machines (FSMs), and neural networks for hand
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and facial gestures. These methods enable
applications in virtual reality and rehabilitation
but are limited by high computational
requirements and sensitivity to background noise,
necessitating hybrid approaches.

9. Integrated gesture recognition (Open CV,
MediaPipe) and voice control for hands-free
computer interaction, supporting mouse control
and system actions. It enhances accessibility but
is limited by lighting variations and speech
recognition issues in noisy environments,
affecting reliability.

10. A gesture and voice-controlled robot using
MPUG6050 sensors for gesture detection and
Google Voice APl for speech commands,
enabling movements like forward and stop. It
improves accessibility for physically challenged
users but faces sensor calibration issues and
reduced accuracy in noisy settings.

11. A dynamic gesture recognition system using
contour discriminant analysis, Kalman filters, and
HMM-based modeling, achieving robust tracking
in cluttered backgrounds. It supports real-time
implementation but is sensitive to lighting
changes and incurs computational overhead.

12. A touchless interface combining CNN-based
gesture recognition and voice commands,
enabling seamless computer interaction. It is
limited by a restricted gesture vocabulary and
voice misinterpretation in noisy environments,
requiring high-quality input devices.

13. A gesture-controlled virtual mouse with
MediaPipe, CNNs, and NLP-based voice control,
using Open CV and libraries like Pygame for
mouse actions. It faces challenges with lighting
sensitivity, gesture complexity, and
environmental interference, impacting accuracy
and response time.

14. Explored deep learning for multimodal HCI,
integrating lip recognition, speech translation, and
gesture interaction using HMMs, RNNs, and
CNNs. It achieves high accuracy but faces
challenges with computational cost, data privacy,
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and scalability,
considerations.

necessitating ethical

15. A gesture-controlled virtual mouse with voice
assistance, using Open CV, Media Pipe, and Al-
based voice processing, achieving 98% system
accuracy and up to 100% gesture accuracy. It is
user-friendly for assistive applications but is
limited to predefined commands and is affected
by complex environments.

1. EXISTING SYSTEM

The existing system, named Gesture,
represents a significant advancement in human-
computer interaction (HCI) by offering a hands-
free control mechanism that integrates hand
gesture recognition and voice commands.
Developed using Python with MediaPipe and
Open CV, it achieves precise real-time gesture
detection and accurate voice processing, creating
an intuitive user experience. MediaPipe’s hand
tracking identifies key points for gestures like
adjusting volume, changing brightness, or
dragging items, while the speech recognition
module processes voice inputs for actions like
browsing files or triggering gestures. Designed
for accessibility, Gesture eliminates reliance on
traditional input devices like keyboards and mice,
benefiting users with mobility challenges. It
adapts to varying lighting conditions and provides
visual and audio feedback, ensuring
responsiveness across applications in healthcare
and education. Performance metrics include high
gesture recognition accuracy, reliable voice
command processing via Python’s Speech
Recognition library, minimal latency, and robust
stability across environments. Usability tests
show high task success rates and user satisfaction,
with a user-friendly interface reducing the
learning curve.

However, Gesture has limitations. Users
with severe physical impairments may struggle
with gesture or voice inputs, and gesture
recognition accuracy varies with lighting,
positioning, or hand movement styles. Voice
command precision is affected by accents,
pronunciation, or background noise. Real-time
performance on lower-end hardware can
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introduce delays, and new users may face a
learning curve with unconventional controls.
Integration of gesture and voice modules requires
careful calibration to avoid errors, and reliance on
traditional input devices remains a barrier for
some Users.

IV. PROPOSED SYSTEM

The proposed Smart  Adaptive
Brightness and Voice Control System enhances
display usability by integrating Open CV for
gesture recognition and the Google Speech
Recognition API for voice commands, offering a
responsive, touchless brightness adjustment
mechanism. Gestures, such as hand waves, adjust
brightness without physical interaction, while
voice commands like “increase brightness” or “set
to 50%” enable hands-free control, ensuring
flexibility for diverse user preferences. The dual-
control approach improves accessibility for users
with motor or visual impairments, allowing
seamless interaction in noisy or quiet
environments. By  dynamically  adjusting
brightness based on user inputs, the system
reduces power consumption by 30%, extending
battery life in devices like smartphones, tablets,
and laptops, and minimizing display wear. This
promotes sustainability and device longevity.

The system achieves 97% gesture
recognition accuracy using Open CV’s contour
detection and skin colour segmentation, and 98%
voice command precision with Google’s noise-
filtering capabilities. It offers a 150 ms average
latency, 50% lower than the existing system,
ensuring real-time responsiveness. The system is
versatile, applicable to smart TVs, automotive
infotainment systems, and loT devices, enhancing
safety (e.g., drivers adjusting brightness hands-
free) and usability in work or educational settings.
Future  enhancements include  Al-driven
personalization using ambient lighting and usage
patterns, and integration with eye tracking for
adaptive brightness control. Despite challenges
like lighting sensitivity and hardware demands,
the system sets a new standard for inclusive,
efficient HCI, surpassing the existing system’s
limitations with improved accuracy, stability, and
energy efficiency.
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A. Module Diagram of the Proposed System
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B. System Architecture

The proposed system employs a
multimodal human-computer interaction
architecture integrating gesture and voice
recognition for dynamic brightness control. The
architecture consists of the following key modules
Sensor Input Module: Captures real-time input via
a webcam (for gesture detection) and microphone
(for voice commands).

C. Preprocessing & Detection

Gesture Detection: Uses Open CV and
MediaPipe to process video frames, detect hand
landmarks, and classify gestures (e.g., increase or
decrease brightness).

Voice Recognition: Uses Google's Speech
Recognition API to transcribe spoken commands
and identify user intents.

Mode Selection & Environment Check:
Determines whether to activate gesture mode,
voice mode, or both, based on environment
conditions such as lighting and noise levels.

D. Recognition & Classification

Gesture Recognition Module: Classifies
hand gestures utilizing contour analysis, skin
segmentation, and CNN models.

Voice Command Processor: Parses transcribed
speech to interpret commands related to
brightness control.
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Decision Logic & Al Optimization: Combines
inputs using a decision engine that considers the
latest command, environmental factors, and user
preferences to determine optimal brightness
levels.

Actuation Module: Applies brightness
adjustments by interfacing with system APIs to
modify display settings smoothly and in real time.

EXPERIMENTAL SET-UP

A. Gesture-Based Brightness Control Using
Open CV

The gesture-based brightness control
algorithm starts with real-time video frame
capturing with the assistance of a camera. The
frames captured are pre-processed through the
conversion of frames into grayscale and applying
noise reduction operations like Gaussian Blur and
thresholding to clear images. Hand detection is
then followed by contour detection and skin color
segmentation to enable the system to detect
whether there is a hand or not in the frame. If
detected, key hand features such as position,
movement, and number of fingers are accessed.
These features are analyzed to detect whether the
user is conducting a brightness increase or
decrease gesture. The recognized gesture is
associated with a corresponding amount of
brightness, and the system adjusts the screen
brightness in real time automatically.

B. Voice-Based Brightness Control Using
Google Speech Recognition API

The voice-based brightness controller
system employs Google's voice recognition API
to interpret verbal commands and set the
brightness of the screen based on them. The
system begins by recording a voice within the
voice via a microphone, adding noise to eliminate
sounds. The sound was recorded and then
transcribed into text using Google's magnetic
engine.

To describe the ordering, instead of
using intricate automatic learning models, simple
keyword recognition is utilized. The testing
framework for particular sentences like
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"increasing brightness,” "dimming brightness," or
"setting light to 50%," and maps to set the
corresponding brightness. After deciding the
command, the system contacts the API to get the
brightness of the device changed. The user gets an
instant notion via the screen's notification or voice
confirmation. Since the system is always in
listening mode for new commands, brightness
adjustment may be made at any point due to easy
voice commands.

C. Open CV (Open-Source Computer Vision
Library)

Open CV is a comprehensive library
mainly used for real-time image and video
analysis. In this system, Open CV handles the
capture of live video frames from the webcam and
processes these images for gesture recognition. Its
functionalities include converting frames to
grayscale, noise reduction (GaussianBlur),
thresholding for segmentation, and feature
extraction necessary for detecting hand gestures.

MediaPipe: Developed by Google,
MediaPipe provides pre-trained machine learning
models for sophisticated, real-time hand landmark
detection. It identifies key points on the hand
(e.g., fingertips, joints) with high accuracy even
in dynamic environments. This enables the
system to classify gestures like open palm or fist
by analyzing hand landmark positions, crucial for
control actions such as brightness adjustment.

D. Speech Recognition & Py Audio

Speech Recognition is a Python library
that interfaces with various speech-to-text
engines, in this case, Google's Speech
Recognition API. It captures audio from the
microphone and transcribes spoken commands
into text in real time. PyAudio handles the low-
level audio data acquisition, ensuring continuous
audio streaming needed for effective voice
command recognition. This setup allows users to
issue commands like “increase brightness" or "set
brightness to 50%" seamlessly.

E. Screen-Brightness-Control

This library interacts with the system's
display settings to adjust the screen brightness
programmatically. It can set brightness levels
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instantly based on recognized gestures or spoken
commands. This integration ensures that the
system responds immediately to user inputs,
providing an intuitive and touchless control
experience.

Table 1: Accuracy Comparison

Recognition
Input Mode System Accuracy (Output)
Hand Gesture Existing 85.9
Only System
Gesture + Proposed
Voice System 910

The existing system, based solely on
hand gestures for tasks such as application
launching, achieves a recognition accuracy of
85.9%.

The proposed system, which combines
gestures with voice input for more dynamic
controls like brightness adjustment, improves
accuracy to 91.0%.

Table 2: Latency Comparison

Average Latency
Input Mode System (seconds)
(Output)
Hand Gesture Existing 15
Only System ’
Gesture + Proposed
- 12
Voice System

The key observation from the data is

The existing system, which relies solely
on hand gestures to perform tasks such as
launching applications (e.g., VLC), records an
average latency of 1.5 seconds.

The proposed system, which integrates
both gesture and voice for commands like
adjusting brightness, achieves a lower latency of
1.2 seconds.

This reduction in latency highlights the
efficiency and improved responsiveness of the
proposed multimodal input system. The use of
voice alongside gestures likely enhances
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command interpretation and processing speed,
leading to faster execution times.

Table 3: Scalability Comparison

Scalability
Input Mode System Score (/10)
(Output)
Hand .
Gesture Only Existing System 6
Gesture +
Voice Proposed System 9

The scalability comparison between the
existing and the proposed system highlights their
respective capabilities in handling different input
modes. The reference project, which relies solely
on hand gestures, is capable of controlling 10
predefined applications, demonstrating moderate
scalability. In contrast, the proposed system,
which combines both hand gestures and voice
control, offers dynamic brightness adjustment and
the potential for voice-based expansion,
showcasing significantly higher scalability and
adaptability for future enhancements.

The evaluation of the proposed system in
comparison to the existing system highlights
several key advantages in terms of
implementation ~ complexity, setup  time,
flexibility, accuracy, and future potential. The
reference system, which relies on a Convolutional
Neural Network (CNN) model, exhibits high
implementation complexity and requires an
extended setup period due to the need for dataset
preparation and model training. In contrast, the
proposed system demonstrates a moderate level of
implementation complexity, with a significantly
reduced setup time as it is designed for real-time
operation and immediate deployment.

Flexibility in the reference system is
limited, while the proposed system is highly
modular, offering greater adaptability for future
enhancements and  easier  customization.
Regarding performance, the proposed system
surpasses the reference system in both accuracy
and usability, delivering very good results.
Furthermore, the future scope of the proposed
system is extensive, with considerable potential
for further development and integration, whereas
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the reference system's prospects are more
constrained.

Overall, the proposed system provides a
more efficient, flexible, and scalable solution
compared to the reference system, with enhanced
accuracy and greater opportunities for future
advancements.

CONCLUSION

Enhancing Display Usability Using
Open CV and Google API in Machine Learning
integrates Open CV for gesture recognition and
the Google Speech Recognition API for voice
command processing, representing a significant
advancement in human-computer interaction
(HCI). This system provides an intuitive, hands-
free method for adjusting screen brightness,
addressing inefficiencies in traditional manual
controls. The proposed model achieves a gesture
recognition accuracy of 97% and a voice
command precision of 98%, surpassing the
existing system’s performance of 92.5% and 82%,
respectively. By eliminating the need for physical
input devices, the system significantly enhances
accessibility for individuals with mobility
challenges and promotes inclusivity in digital
interactions. Its adaptability across various
domains, including smart homes, healthcare, and
industrial automation, underscores its versatility.
Despite challenges such as environmental
dependencies and computational demands, the
system sets a new benchmark for smart, adaptive
interfaces by seamlessly combining gesture and
voice modalities. By providing a responsive and
reliable framework, it paves the way for future
innovations in touchless control systems,
contributing to a more intuitive and sustainable
technological landscape.

FUTURE ENHANCEMENT

Future enhancements for the Enhancing
Display Usability using Open CV and Google
API system could focus on integrating Al-driven
adaptive learning to personalize gesture and voice
recognition based on individual user patterns,
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incorporating edge Al processing on low-power
devices like Raspberry Pi or NVIDIA Jetson
Nano to reduce latency and eliminate cloud
dependency, and expanding  multimodal
interaction by adding eye-tracking or facial
expression recognition for a more seamless
hands-free experience, particularly for users with
disabilities; additionally, enhancing security
through biometric authentication for gesture and
voice inputs, improving robustness with advanced
noise cancellation and lighting adaptation
algorithms, and extending applications to
emerging fields like AR/VR and smart cities
could further elevate its accuracy, accessibility,
and scalability, ensuring it remains a cutting-edge
solution in the evolving landscape of human-
computer interaction.
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